221B Lecture Notes

Many-Body Problems 11
Atomic Physics

1 Single-Electron atoms

When there is only one electron going around a nucleus, it is a hydrogen-
like atom: H, He™, Li*™, Be®", etc. The energy levels of the electron is
well-known, determined only by the principal quantum number n
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where a = h*/me? is the Bohr radius. Some of the wave functions which we
will use later on are
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Here, a = ap/Z.

2 Two-Electron atoms

Multi-electron atoms are quite complicated. In addition to the central poten-
tial due to the nuclear charge, there are repulsive Coulomb potentials among
electrons. The Hamiltonian is
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Here, r; = |7;| and r;; = |Z; —Z;|. Because of the Coulomb interaction among
electrons, one cannot solve the system exactly anymore (at least analytically).
Various techniques are devised to attack this problem, which we will discuss
below. For concreteness, let us consider Helium atom, or in general a nucleus
of charge Ze and two electrons.
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2.1 Perturbation Theory

The simplest approach (at least conceptually) is to apply perturbation theory
to study the atomic structure, starting from one-particle wave functions and
their Slater determinants.

We regard the single particle Hamiltonian

H0:Z<ﬁ? —262> (6)
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as the unperturbed and the Coulomb repulsion terms

AH = Z — (7)
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as perturbation to the system.
Both of two electrons are put in the 1s orbitals. Therefore, the Slater
determinant gives

11s%) = —=[|1s"1s') — [1st1sT))]. (8)
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The unperturbed Hamiltonian has an eigenvalue on this state

Z2e?
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This binding energy is too big compared to experimental values (see Table 1.
If you happen to know the data on H™ binding energy, let me know!

Now we add the 1st order correction in AH. All we need to do is to
calculate the expectation value of AH in the unperturbed state:

AE = <1s2\ |13 ). (10)
Using the unperturbed wave function Eq. (8), we find
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_Eexp (GV) _EO _EO + Eee _Evar
H~ 77?7 27.06 10.15 12.79
He 78.62 108.24 74.42 77.06
Lit 197.14 243.54 192.80 195.45

Bet ™ 369.96 432.96 365.31 367.95
B3* 596.4 676.50 591.94 594.58
CAF 876.2 974.16 872.69 875.33

Table 1: Biding energies as measured Ee.p,, Ep calculated with the single-
particle Hamiltonian H,, with electron Coulomb self-energy added at the
1st order in perturbation Ey 4+ E.., and improvement with the variational
method E,,, for two-electron atoms. The numbers are from “Introduction
to Quantum Mechanics,” Linus Pauling and E. Bright Wilson, Jr., McGraw-
Hill, 1935.

However, because AH commutes with the spin, the expression simplifes to
1
AE = 3 [<1ST18L‘ |1sT1st) + <1sllsT\ \1slls ) - (12)

Finally, the spin part does not affect the expectation values, and we find

2
AE = <131$|6—|1315>. (13)
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This is calculated by the integral

Z6 62 —4rija —Zra/a
AE = 2o [ ity (e Y0 00, 60226 7Y 0, 02)) - (14)

Because Y = 1/+/4m and the only piece that depends on angles is 715 =

\/r% + 13 — 2r17r9 cos B9, one can perform cos 0, integral and then 7y, o in-
tegrals. But the following trick is useful when you evaluate similar integrals
with different states. Use the identities

——Z T Py(cos b12), (15)

T12 _
where - = min(ry,re), 7~ = max(ry,7q), cos by = (¥ - Z2) /11 /12, and
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Going back to Eq. (14), and replacing e?/r;, using the identities Eq. (15,16),
angular integrals in &1, Z5 selects only [ = 0, m = 0 piece in the summation.
Therefore one finds

Z6 o0 2 5Z'2
AE = —/0 rfdrlrgdrgme—e_w(””?) 2z (17)
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Adding this energy to the single-particle energy Eq. (9), agreement between
data and calculation is already quite good.

2.2 Variational Method

The variational method uses the theorem that the expectation value of the
Hamiltonian in any state is larger than the ground-state energy eigenvalue.
Therefore, one can try to minimize the expectation value using a trial wave
function with respect to its parameters to get closer to the ground-state
energy eigenvalue.

We apply this method to the Helium-like atoms discussed in the previous
section. We take the trial wave function the same as before, expect that we
choose

ZN\"*
(%) = <—> e~ Zr/an, (18)
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The idea behind this choice that the presence of the other electron effec-
tivelyl screens the nuclear charge, resulting in a smaller Z’ than the true Z.
We calculate the expectation value of the Hamiltonian using this modified
115 and minimize it with respect to Z’. Note that we do not change Z in
the Hamiltonian because it is a physical quantity. Note also that the wave
function is no longer an eigenstate of Hy once Z' # Z. Barring these points
in mind, the single particle piece is

p? Ze? 7'  ZZ'e?
— — —|1ls) = — :
2m r

On the other hand, the calculation of the Coulomb repulsion is the same as
before and we find

(Ls (19)

2@3 ap

e? 57'e?
1sls|—|1sls) = = . 20
(1515 fists) = 226 (20)
Therefore,
2 ZQ
(152 H|1s%) = S—B l2 (7 - ZZ/> + gzl . (21)
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Now, we minimize this expression with respect to Z’, and find the minimum
isat Z' = Z —5/16, and

2 2
B, = _G_M_ (22)
ap 256
The values are shown in Table 1. The agreement between data and theory
is further improved.

Obviously, the variational method can further be refined by using more
and more complicated trial wave function. Hylleraas used a trial wave func-
tion with fourteen parameters, and obtained a result that differs from data
only by 0.0016 eV. In fact, his calculated energy was lower than the data, in
apparent contradiction to the principle of the variational method. The reso-
lution is that, at this level of precision, one cannot trust the non-relativistic
Hamiltonian Eq. (5) any more, and needs to include relativistic effects, spin-
orbit coupling, etc. Because data of course includes all these additional ef-
fects, while Hylleraas used Eq. (5), his variational energy came out somewhat
lower than the experimental energy.

3 Multi-Electron Atoms

As you go to atoms with more electrons, the perturbation theory becomes
increasingly cumbersome. We can again start with the Slater determinant of
single-particle states [\, Ao, - -+, Ax). Each |\;) refers to a state |n;, l;, m;, s;).
One can calculate the first-order perturbation in AH using the following
decomposition:

Ey, = Y Ei, (23)
Z e? e?

AE = Y 1WA — (A |- (24)
i<j T'ij T'ij

Many of them trivially vanish because the perturbation commutes with spin.
The term with two states exchanged is called “exchange energy.”

One of the important consequences of the perturbation is to lift the degen-
eracy among states with the same principal quantum number n. For instance,
2s and 2p states are degenerate. For hydrogen-like atoms, the degeneracy
is lifted only by corrections of O(a?) due to the relativistic effect and the



spin-orbit coupling. (It still leaves the degeneracy between 2s'/2 and 2p'/2,
which is lifted by Lamb shift, a yet higher effect.) However, in multi-electron
atoms, the degeneracy is lifted by the Coulomb repulsion among electrons,
which is a much larger effect.

As an example, consider three-electron atoms Li, Bet, BT*, etc. With the
unperturbed (single-particle) Hamiltonian, 2 possible |15%2s) states for two
spin orientations and 6 possible |1s?2p) states for three m = —1,0, +1 values
with two spin orientations, are all degenerate. With only three electrons, it is
simple enough to calculate the perturbation, and you find that |1s%2p) states
are higher than |1s%2s) states. Degeneracy among |1s?2p) or |1s%2s) states
still remain, because of separate conservation of L and .S in the absence of the
spin-orbit coupling. This leads to the well-known rule you learn in chemistry
class that you should fill 2s states first and then move on to 2p states later
on.

In general, higher [ states have higher energies. This point is intuitively
understood as follows. The highest [ = n — 1 state corresponds to classical
circular orbit, and lower [ values are more eccentric. The lowest [ = 0 state
has zero ellipsicity, i.e., the particle moves only along the radial direction with
no angular motion. (Of course, such a trajectory does not exist classically,
but we are only talking about classical analogs! This point had apparently
caused a lot of confusion in early days of quantum mechanics where people
didn’t consider | = 0 state because of the classical prejudice.) Therefore
lower [ states probe more of inner part of the atom, while the higher [ states
stay in the outer parts. The other eletrons surrounding the nucleus screen
its electric charge, and the effect of screening is more important at larger
radii. Therefore the higher [ states see the nuclear charge more screened,
and hence they are less bound. This argument qualitiatively explains why
higher [ states have higher energies due to the Coulomb repulsion among
electrons.

4 Self-Consistent Field Method

The discussion in the previous section suggests that the dominant effect of
the Coulomb repulsion among electrons is to modify the nuclear Coulomb
potential by screening effect. Therefore, one can hope that, with an appro-
priate modification of the Coulomb potential, we can incorporate the bulk of
the Coulomb repulsion effects while still using the language of single-particle



states. This is the idea of the mean-field method, or self-consistent field
method.

There are at least two self-consistent field methods for multi-electron
atoms. One of them is based on semi-classical and statistical arguments,
called Thomas—Fermi model. The other more rigorous one is Hartree-Fock
model. We discuss them in order.

4.1 Thomas—Fermi Model

The Thomas—Fermi model is based on the semi-classical statistical argument
valid for a large number of electrons. If you fill up all the states up to the
Fermi level, by definition, the number of states below the Fermi level equals
the number of electrons. Given a mean-field potential, the number of states
is given by the size of the phase space volume in the unit of (27%:)%. On
the other hand, the number density of electrons determined this way should
reproduce the assumed mean-field potential. Putting them together one finds
a solution to the system. A spherical symmetry is assumed throughout the
discussions.

Suppose a distribution of electrons with the number density p(r). For
neutral atoms,

Z = 47r/p(7")r2d7". (25)

The distribution of electron determines the Coulomb potential ¢ according
to the Poisson equation
1 d?

Ap = ;Wmﬁ = 4dmep(r) — AnZed(T). (26)

Since the delta function has a support only at the origin, we can solve the
equation

L 15— dmep(r) (27)
el = dmep(r
and impose the boundary condition
lim r¢(r) = Ne (28)

instead. Here, we allowed for the possibility that the number of electrons N
is different from the nuclear charge Z, i.e., ions. For neutral atoms N = Z.
Then the potential energy for an eletron is given by

V(r) = —eo(r). (29)
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The Poisson equation determines the potential in terms of the distribu-
tion. We need now to determine the distribution in terms of the potential
to find a self-consistent solution. At a given position r, the number density
can be estimated by the following semi-classical statistical argument. It is
assumed that all states up to the Fermi energy cp are filled. Note that there
are 2 states for each spin in a phase space volume in the unit of (274)3 in the
semi-classical limit. Then the number density in the phase space is given by

9 "
SRt it o o
From this point on, we define ® by
ed =ep+ep (31)
so that the number density is written as
. % for p—f@ —ed <0
() = { ’ Oh) for zpim —ed >0 (32)

® still satisfies the same Poisson equation Eq. (26) because a constant dis-
appears under the Laplacian A and the same boundary condition Eq. (28).
To obtain the number density in space p(r), we integrate the phase space
density in the momentum space. To satisfy the conditions in Eq. (32), the
phase space density is constant 2/(277) up to p = (2me®)'/2 and hence

T 4{(2me@)3/2 (x> 0)
p(r):{( " (z < 0)

(33)

Therefore we now try to solve coupled equations Eq. (26) and Eq. (33) under
the boundary condition Eq. (28). This is done in a Z-independent way by
introducing variable z by

1 2/3 p2
r=27"Ybx, b= 5 (3—7T> —— ~0.5 A, (34)

and a new function y defined by



The meaning of the function x(r) is the degree how much the nuclear charge is
screened by the surrounding electrons. Then the number density is rewritten

as
2 3/2
o ={ #w(3) =0 (30
0 (x <0)
The Poisson equation Eq. (26) then reads as
d2_X _ x_1/2X3/2 (x>0) (37)
dz? 0 (x <0)

We solve this equation under the boundary condition x(0) = 1. What is
the required behavior of y(z) at * — 00? To see this, we first note that
the second derivative x” is always positive or zero, and hence the function is
convex. It means that if x(z) crosses zero, it does so only once. Let us call
the position of the zero xy. Since p > 0 only for y > 0 (see Eq. (36)), all
electrons are inside the radius xy. Therefore the total number of electrons is

Z*1/3bro Z 2 X 3/2 o
— 2 —
N —/0 A7y dr47rb3 (x) = Z/o dzxx(z)”

= Zlex" = X]g° = Z[zox'(x0) + 1. (38)

When N = Z, x'(x¢) = 0. If 2y were finite, x(x) hits zero with a finite slope
and x'(zo) cannot vanish. Therefore a neutral atoms require that o = oo,
i.e., x(z) approaches zero at infinity. This dictates a particular value of

X'(0) = —1.588071 to solve the differential equation numerically.

A technical remark. When you solve the differential equation Eq. (37) numerically,
one needs to avoid the singularity 1/1/z. One way to do so is to first notice that x(x) =
1+ %x?’/z solves the equation at the origin together with x(0) = 1. One can write

x(z) = (1 + §x3/2> y(@),

and rewrite the differential equation as
4 30\ 1/2 1 1 4 59 1/2
1+ 3% y'(z) + 4z /%y (z) + my(m) 1—(1+ 3% y(x) = 0.

Because the behavior of y(z) at the origin is 14 x'(0)x + O(23/?), the factor in the square
bracket vanishes as O(z) and hence the whole equation is regular. This can be put in
Mathematica, with an If statement to make the factor in the square bracket vanish at
z = 0, and you can choose values of x/(0) by trial and error to find a solution that goes
smoothly to zero at the infinity.
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Figure 1: Numerical calculation of x(z) for neutral atoms.

When N < Z (positive ions), however, zox'(zg) = —(Z—N)/Z and hence
X () hits zero at a finite 2. Beyond xg, x” = 0 and hence

r—ro4 —N

x(x) = (x — 20)X(20) = — s : (39)
To A
where 79 = Z~'/3bx. Therefore the Coulomb potential is
Zetr —rgZ — N 7 — N)e? 7 — N)e?
ep=eP —ecp=— cr—n —€F:( )e —( Je —€F.
rorg Z r 70

(40)

Because there are no electrons beyond ry and hence the Coulomb potential
must be simply ¢ = (Z — N)e/r, we find the Fermi energy
(Z—N)e
To ’
The solution is obtained by x(z) with x/(x¢) < —1.588071 so that zox'(0) =
—(Z-N)/Z.

Thomas—Fermi model is a crude model based on semi-classical argument
and statistical treatment, but is not so bad in practice. In Figs. 2,3,4, we will
show the comparison between the Thomas—Fermi model and more detailed
Hartree-Fock—Slater model as described next for the ioniziation energies of

electrons in given orbitals. HFS model is known to agree with data at a few
percent level.

€Ep —

(41)

4.2 Hartree—Fock Model

A better method which does not rely on the statistical semi-classical argu-
ment but still depends on the individual particle approximation and hence
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Figure 2: Comparison of the screening function between Thomas—Fermi and
Hartree-Fock—Slater methods. Taken from ”Quantum Theory of Matter,”
by John C. Slater, McGraw-Hill, 1968.

ignores correlations in the wave function is the Hartree-Fock method. This
model is supposed to give the best variational wave function within the in-
dividual particle approximation.

The basic idea is the self-consistency, as in the Thomas—Fermi model. The
difference is that instead of using a smooth semi-classical electron number
density p(r), we study the single-particle wave functions.

We take a trial wave function in terms of a Slater determinant

(1) [$1(2)) - [a(N))

= L | D) 1D )

[On (1) [9n(2)) - [on(N))

The notation here is that |1);(j)) is a state where the particle j occupies the

state . The Hamiltonian is the same as before Eq. (5), and the expectation
value of the Hamiltonian is given by

E = (U|H|T)

- Tl (£ - 25w

- 2m r

(42)
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Fig. 16-3. One-electron cnergies of atoms, calculated by solving Schridinger’s
equation in the Thomas-Fermi potential, compared with Herman and Skiilman’s
(op. cit.) calculated one-electron encrgies.

Figure 3: Comparison of ionization energies calculated with Thomas—Fermi
model, Thomas—Fermi-Dirac model, and Hartree-Fock—Slater model. Taken
from ”Quantum Theory of Matter,” by John C. Slater, McGraw-Hill, 1968.
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Figure 4: Comparison of ionization energies calculated with Thomas-Fermi
model, Thomas—Fermi-Dirac model, and Hartree-Fock—Slater model. Taken
from ”Quantum Theory of Matter,” by John C. Slater, McGraw-Hill, 1968.
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+Z Wz‘(l)%'@)\%Wi(l)%'(?» - (%(1)%(2”%Wj(l)%’@)) :

(43)

From this expression, we take the variation with respect to single particle
states |1;). Note that we can regard the variation of the ket |¢/;) and the bra
(1;| independently because they are both complex. Taking the variation of
the expectation value E with the bra (i,

SE = (500 (ﬁ—z—) )

2m r

+ %:(N%(DI) l(%@)\%\wi(l)%(% - <wj(2)|%|¢j(1)wi(2)> :
(44)

Here, we used the fact that the sum 3, _, is the same as % > iz, and then that
the variation with respect to ¢ and j give the same contribution to reduce
the sum to >-,;.

However, the above variation missed the important fact that we need to
preserve the orthonormality of the set of single particle states [¢;). In order
to do so, we use Lagrange multiplier method

O[E — Nij((Yiloy) — di5)] = 0, (45)

where A;; are the Lagrange multipliers. Note that A;; = A}, because of
the property (v;]v;) = (¢;|¢;)* and hence they form a hermitean matrix.
Therefore, the variational method gives the condition

2m r
e? e?
+> [(%(2)|—|¢i(1)¢j(2)> — (W21 ()¥i(2)) | — Nijlwy) = 0.
i T12 12
(46)
The term in the square bracket with ¢ and j interchanged is called the ex-

change term. Now we rewrite this equation in the position space. Taking the
inner product of this equation with the position eigenbra (|, we find
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2 . e . .
+Z/dy% [ ‘w]( )wl(x) - Mwi(y)wj(x)émsi,msj

J#i
Aij (). (47)

This is the Hartree-Fock equation. An important point here is that the
second term in the square bracket survives only when the state ¢ and j have
the same spin. Now, note that A;; form a hermitean matrix, and we can
always go to the basis of single particle states where the matrix \;; is diagonal
with real eingenvalues, \;; = d;;\;, without a loss of generality. We always
use such a basis hereafter. Then the r.h.s. of Eq. (47) is simply \;¢;(Z) and
the Hartree-Fock equation becomes basically an eigenvalue equation for the
single-particle states. Note also that the summation >°,; can include j =1
without changing the equation because the portion j = ¢ is subtracted by the
exchange term. Without this trick, we had to solve the eigenvalue equation
with different differential operator for each state 1;, but this trick makes the
equation the same for all 7,

<_h2_A _ Z_6> Vi () 4 Ve ()13 ( /dy_’Vem V() = Ai(Z), (48)

2m

with

Vil ®) = [ diz—z S (19)

is the Coulomb potential for all electrons in the atom, and
‘/eez Z ‘—» —' w]( ) Mgi,Msj (50)

is the exchange term. Eq. (48) can now be regarded an eigenvalue equation
similar to conventional Schrodinger equations except that it has a non-local
potential term V*. Except this non-local term, it has a mean-field potential

w<:>_—+/@ _j p(5) (51)

for every state 1;(Z), where V.. is determined by v;(Z) as in Eq. (49) and
hence is a self-consistent field. This equation can be solved numerically by
iterative method. First, one take an ansatz for the self-consistent field Vi (%),
solves the eigenvalue equation Eq. (48), and use the solutions to re-evaluate
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the self-consistent field V>. In general the result is different from the original
ansatz, and you solve the eigenvalue equation again. You keep doing it
until the input self-consistent field and the output self-consistent field are
close enough within the predefined accuracy. For many atoms and simple
molecules, the Hartree—Fock method is used extensively to work out energy
levels and electronic structures.

4.3 Slater’s Approximation to the Exchange Term

The exchange term, however, complicates the analysis. Hartree, when he
originally proposed this method, did not know the need for anti-symmetrizing
the wave function, and his equation did not have the exchange term. Such an
equation is called Hartree equation. However, we cannot ignore the exchange
term. Slater later introduced another method to simplify the exchange term
based on the Fermi-liquid approximation of the electronic states. The as-
sumption is that one can evaluate the exchange term using the plane wave
states instead of true single-particle wave functions in a given atom. Using

the plane wave
1 .- .
(%) = —=eFi T, 52
(@) = (52)
where V is the volume introduced to normalized the wave function and EZ
the wave vector, we can evalute the exchange integral

2

1 4re

dy;(9) m—=¢i(@)i(Y) = ==

[ et =@ AT

Then we sum over j to estimate exchange term as }°; = @%V fOkF dlgj, where

the numerator 2 is the spin degrees of freedom. To obtain the number density

p = N/V, the integral goes up to the Fermi momentum pr = hkp such that
N 2 4r

P=1= W?ki. (54)

i(T). (53)

Going back to Eq. (53) and performing the integral,

Z / dy;(y. W B)0i () Oy
1 Pl dme? I .
= @) /0 jvm%(x) = 62%417(77)%(96), (55)
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where Lol 1

—-n +n
F(n) = 1

for n = |ki|/kp. The function F(n) takes values between F(0) = 1 and

F(1) = 1/2. This term corrects for the fact that the anti-symmetry of the

fermionic wave function “repels” other electrons from the vicinity of the

electron of the interest (“Fermi hole”) and the mean-field potential Eq. (51)

must be correspondingly corrected to

(56)

o2 o2 1/3
Veld) = ===+ [ il = (o) @) 57)

Finally, F'(n) is taken at is average value

i’ F(n)dn 3

e 58
fol n*dn 4 ( )

F (77) average —

and we find

Vo(Z) = — —|— /dy — 3¢’ (;;p(a_:')) 1/3. (59)

This is the Hartree-Fock-Slater (HFS) approximation. There is also a school
which prefers F'(1)min = 1/2 instead of 3/4. This may be called HFS’.

4.4 Comparison to Experiments

In order to compare Hartree—Fock results to experiments, we need to figure
out the physical meaning of the eigenvalues \;. Going back to Eq. (47) for
diagonal \;, we take inner product with (¢;| and sum over i:

S (£ - Z—) 92

+Z[wz DL ) = OB B BE)] = A
(60)

Clearly, this is not the total energy of the atom, because it counts the inter-
electron Coulomb potential twice. However, when one removes an electron
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HF HFS HFS’ Observed
1s 118.606 117.830 118.678 117.85

2s 12.321  11.901  12.345 12.15
2p 9.571 9.125 9.607 9.15
3s 1.277 1.146 1.292 1.074
3p 0.591 0.473 0.603 0.583

—W  526.818 526.679 526.795 529.31

Table 2: Tonization potentials and total energy in the atomic unit (e?/ag = 1)
for the normal configuration of neutral Ar, obtained by various methods: HF,
HFS, HFS’. Taken from “Atomic Structure,” by E. U. Condon and Halis
Odabasi, Cambridge University Press, 1980.

of an atom, you definitely want to include the interaction of that particular
electron with every other electron in the atom. Namely, —\; has the interpre-
tation of the ionization energy to take an electron in the single-particle state
|1;) out of the atom. This interpretation is based on the assumption that
the removal of the particular electron will not change the quantum states of
other electrons significantly. Nonetheless, the interpretation allows the test
of Hartree—Fock calculations by data.

Figs. 5,6 compare the HFS calculations of the ionization energies to the
data, which show an overall agreement at a few percent level. If any of you
can find comparison of full HF'S calculations to data in more recent
books, let me know!
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Figure 5: Comparison of ionization energies calculated with Hartree-Fock—
Slater model to the data. Taken from ” Quantum Theory of Matter,” by John
C. Slater, McGraw-Hill, 1968.
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Fig. 7-2. FEnergy levels of the clectrons, from Herman and Skillman’s calcula-
tions (op. cit.), compared with experimental values.

Figure 6: Comparison of ionization energies calculated with Hartree-Fock—
Slater model to the data. Taken from ” Quantum Theory of Matter,” by John
C. Slater, McGraw-Hill, 1968.
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