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Take-Home Final Exam

1.3 d - 2 p decays
(@)

In the electric dipole (E1) transitions, a photon is emitted in the J = 1 state, and hence only possible values of J, of the
photon are J, = +#, 0, —#. The initial state has J, = m# = 2#. Suppose the final state of the atom has J, = m'#%. Then the
possible values of the total J, are: J, = (m'+ 1) #, m'#h, (m'—1)#%. On the other hand, because the final state of the atom is
the 2 p state, the only possible values of m'are m' = +1, 0, —1. The only way to conserve J, is to have m' = 1 and the photon
in J, = +7 state.

Another way of arriving at the same conclusion is to consider the matrix element of the electric dipole operator between the
atomic states (2 p | ex | 3d, m= +2>. Because e x is a tensor operator with g = 1, the matrix element is proportional to the
Clebsch-Gordan coefficient ({ =1, m; |l =2, g =1; m=+2, k). In order for it not to vanish, we need m; = 2 + k, where
my=1,0,—1and k =1, 0, —1. The only possibility ism; = 1, k = —1.

(Comparing the two arguments, it is clear that the tensor operator with £ = —1 corresponds to the emission of a photon in the
J, = +% state.)

(b)
We use Eq. (59) of the lecture notes. From the part (a), we know that we only need to consider m = +1 final state.

W, =f% 2req Zl|zl*@)-<2p,m=+l|5|3d, m=+2>|22ﬂ6(Ef—Ei)

5
Let us first calculate the matrix element of D = ¢ x. In the position representation, the wave functions of the hydrogen levels
are
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Using the definition of the polarization vectors, Egs. (16, 17, 18), we find
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These expressions for the amplitudes make sense. When the m = +2 state emits a photon with helicity +1 and decays into
the m = +1 state, the angular momentum is not conserved when the photon goes along the negative z-axis, while the conserva-

tion is clear along the positive z-axis.

photon with helicity —1.

The decay rate with the positive helicity photon is (AE = E3; — E; )
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=3.239 107 sec
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Therefore the amplitude has the behavior 1 + cos . The same argument goes for a

2 165888 a 2
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,andg=AE/c,and using +— =a,a = mh; = m,the decay rate is

The contribution of the negative helicity photon is exactly the same. Therefore, the total decay rate of 3d - 2 p is

0.648 10% sec!.
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(c)

The result in part (b) is in excellent agreement with what is quoted on the NIST web site, 0.6465 10® sec™' for the
3dsp = 2 p3jp, transition. However, it does not agree with 0.5388 10® sec™!for the 3 dspp = 2 pyjp transition.

In the above calculation, we completely ignored the electron spin. Because the decay process by the El transition does not
involve the spin at all, the above result should correctly be the decay rate of the 3 d state. The only complication is that the
spin-orbit interaction splits the 3 ds;, and 3 d3, configurations in the initial state, and 2 p5, and 2 p,, configurations in the
final state. Because the E1 transition emits a photon with J =1, the 3 ds), state decays only to 2 p3/,, while the 3 d3 can
decay both to 2 p3, and 2 p,,. Therefore, what we calculated in the part (b) is the total decay rate of the 3 ds, state, which
is the same as the decay rate 3ds;, — 3 psp2, or the total decay rate of 3 ds/;, namely the sum of the decay rates 3dz = 2 p3pp
and 3dzp =2 pip.

Below, we calculate the relative size of these various decay rates.

For the decay of 3ds;, to 2 p3,
| = 12,213, 3

s
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Therefore, the dipole transition amplitude is proportional to

(3.215] 3. 2) = (1, 1] %2, 2) « ClebschGordan[{2, 2}, {1, 1}, {1, 1}]
using the Wigner-Eckart theorem. Note that only the tensor operator of g = 1, k = —1 contributes.

ClebschGordan[{2, 2}, {1, -1}, {1, 1}]
3
5

For the decay of 3 d3, to 2 py,,, we first work out the composition of the 3 d;), state,

1 -1 3 3
ClebschGordan[{2, 2}, {;, T}' {;, ;}]

2

V5
1 1 3 3
ClebschGordan[{2, 1}, {E, ?}, {?, E}]

I
Vs
5o =22l -2 055

The composition of the 2 py), state is

1 1 1 1
ClebschGordan[{?, —?}, {1, 1}, {El E}]
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1 1 1 1
ClebschGordan[{;, ;}, {1, o}, {;, ;}]

1 1 _ 2 1 -1 1 1
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Therefore, the dipole transition amplitude is proportional to

(_\/_%_lll 2’2|+ Y L’%D;

_|2’2|7’_21 |21|2’2
= -2 (1, 1]3]2,2) - o= (1,0] ]2, 1)
o — zj_z ClebschGordan[{2, 2}, {1, =1}, {1, 1}] - #ClebsehGordan[{Z, 1}, {1, =1}, {1, 0}]

ClebschGordan[{2, 1}, {1, -1}, {1, 0}]
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Simplify[Together[ V_ 1’ —_ — ]]
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Therefore, the amplitude for ds; — pyj, is proportional to — \/_ while that for ds;, — ps3p to \/ , and hence the rates differ

by a factor of %.

For 3d — 2 p, the data show 0.6465 (0.5388) sec™! for 3 ds;p = 2 pap Bdsp = 2 pyp) . It agrees with the calculated ratio of
5

5
5
0.6465 % —
6
0.53875

(One can verify the same ratio for 4d — 2 p. The data show 0.2063 (0.1719) sec™'for 3dsp = 2 p3p Bdspp > 2 pip) . It
agrees with the calculated ratio of %)

Therefore, the total lifetime of the 3 d state is given by the calculation in the part (b), yet it is completely consistent with the
decay rate for the 3 ds, — 2 py» transition listed on the NIST web site.
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2. Thomson scattering cross section

(@)

We rely on the amplitude Eq. (80) at the second order in time-dependent perturbation theory.

The first term is given by Eq. (81), where the initial state | A) = |;71 and the final state |B) = |;7 ) are plane wave states.

Note that the box normalization demands (1 | Z) = L-32 ¢iP5/" Therefore, using Eq. (81), we find

<B; ?1f, Ay AYA) A g, )L,-> S ISR S— ,gf* <B|e-i(a,—;,.).;/h |A>

6’2
2 2m

The second term has two pieces depending on which vector potential (at the second order) is the annihilation or the creation
operator. We need to sum Eq. (83) and Eq. (85), with a careful attention not to use the dipole approximation.

Eq. (83) has the piece (I | ;7 e_: elaii/h |A> where 77 X are operators, while other quantities are all numbers. The point is that,

. R . 5 .
in Coulomb gauge, ai -€; =0, and hence [‘77 €, e x/ h] = Z}i -€; =0. Then we can let the momentum operator act directly
on the initial state ;7 | A) = ;71. | A),
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The energy denominator is E; — E,, = (ﬁ +c q,-) — —4-I= =~ ¢ g; within the non-relativistic approximation cq, ¢ p < m .

The same can be done in Eq. (85) (after recovering the exponential factor),
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The energy denominator in this case is E; — E,, = (% +c q,-) - ( ( 57 ) +cqgi+c qf] ~ —c gy within the non-relativistic

approximation cq, ¢ p < mc?.
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The transition amplitude is (using Eq. (80))
(B: 472 A 1 Us(tp. 1)1 A g, ;)

- 2R — Epyrp 25 1 L @nny 6(;7f +5f 5, _%)(Zi P (P;'i;c)(fip,-e,-) _ (P/'Z)fz;f/ ))

L \/w,- wy

(b)

Now we specialize the amplitude to an electron initially at rest ;71. = 0. It removes both of the second-order pieces, and the
amplitude simplifies dramatically to

(B: 472 A 1 Us(tp. 1)1 A g, ;)

= —i2n8(E; — Ep)rog A< —L— L @rn) o(p, +q, - p, —4,)(

L \/w,- wy

This is nothing but Eq. (1) in the exam.

- o *
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(c)

The absolute square of the amplitude above is
|(B: 4 Ap | Uilty, 1)1 As g0 Ai) P

N

2 - * - - - -
= 2w 8 (E - Ef) T |, 222 \/wlw €€ [P @an)o(p,+q,-p,—a;)
i W

where I used the replacement 27 6(E; —Ef)=T/h, 2n #)? 6(;7f + ij - Z)i - 51) = [? for the second power of the delta
function following the usual trick. To find the transition probability per unit time, we simply remove a factor of 7. To find
the cross section, we sum over all final states, namely the states of the final electron and photon, and divide it by the flux of
the photon, ¢/L*. Maybe a less obvious point is that we also need to sum over the final photon helicities because we don't
know in which helicity state the photon will come out after the scattering.

B L dp, dg, .
v= E X f(uhﬁ ey 27O(E — Ef) 5
S

_ .2 - J 1
- ZM Jdq, 8 -Ep) =+ 5 |ei-ef
As expected, the fictitious dependence on the size of the universe disappeared.

- -

ro <53 Joray P @any’olp, +ap-p - )

For the initial state photon, we can pick the initial momentum to be along the positive z-axis 51. = (0, 0, g;) without a loss of
generality because the electron is at rest. We can pick one helicity arbitrarily because the cross section is the same for either
helicity (which follows from the parity invariance of the electromagnetism). Let us pick the positive helicity,

Z,- = \/% (1, i, 0). For the final state photon, 5 = q¢(sinfcos ¢, sin @ sin ¢, cos 6), and the helicity can be either positive

- 1 .. . . . - o 1
€, = —z(cosecosqﬁ—zsmqﬁ, cosfsing +icos¢, —sinf), €;-€; = 7e’¢(c050+1)

or negative

e = % (—cosfcosd — ising, —cos@sing +icos @, sinh), €; ~Zf = % e'9(—cosf+1).

The polar angle dependence makes sense because of the angular momentum conservation, since the electron spin is not
playing any roles in these calculations. (If you want to go to the relativistic theory, the electron spin does play a role because
of the magnetic moment coupling.) Finally, within the non-relativistic approximation, ¢; = gy = ¢, w; = wy = cq/#h, and
hence

L'3 2 C052
0'=r02fqqudﬂé(cqf—cq,-)hT(i) dren B

cq 2
2
=ro?2n [dcos el
= 352
This is precisely the Thomson cross section calculated in the classical electromagnetism. See, e.g,
http://scienceworld. wolfram.com/physics/ThomsonCrossSection.html. Similarly to the Rutherford scattering, the classical
calculation and the quantum calculation agree; nature had been kind to us back in the 19th century. Note also the angular

dependence 1 + cos? 6 is characteristic to the dipole radiation in classical electromagnetism.
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(d)

Let us pretend that the Sun is a sphere of uniform density (which it is not). The solar radius is Ro = 6.961 10'° cm, while its

mass is Mo, = 1.988 10% g. The Sun is mostly hydrogen (~75%) and helium (~25%). Because we do only a rough estimate,

we assume all hydrogen. Then the number of electrons in the Sun is

N, =M /m, = 1.988 10" /1.673 107> = 1.188 10°” ~1 10°, and its number density n, = N, / (£ Ro?)~7 10” cm™. (Of
course it is much more dense at the core, about 6 10> cm™ .)

The Thomson cross section is o = 0.665 107>* cm?. (This is probably why the unit "barn" was chosen to be 107 cm?.)
Therefore, the mean free path of the photon is / = 1/(n, ") ~2 cm, which takes about ~7 10™"" sec. The number of steps it
takes for the photon to diffuse out of the Sun by a random walk is (Rg / n* ~110*, taking total amount of time of
710" sec~2000 years.

In practice, the Sun's core is much more dense and it takes much longer than this; in any case many thousands of years.
See, e.g., http://www.astronomycafe.net/qadir/ask/al1354.html

Here is an interesting anecdote. When Ray Davis, 2002 Nobel Laureate, discovered that there are only about a third neutri-
nos from the Sun as what was predicted theoretically by John Bahcall, some people argued that the Sun was shutting off.
With neutrinos, we see the status of the Sun's core just 8 minutes ago. With light, we determine the status of the Sun's health
thousands of years ago. If the Sun was really shutting off, it could have explained the discrepancy. Fortunately, that wasn't
the resolution to the puzzle! It was because the electron neutrinos produced in the nuclear fusion process oscillated into other
neutrino species which are not detected in Davis' experiment.

3. Nuclear Magnetic Moment

The magnetic moment operator is ;l = yN(Q l+g 3) where Q = +1 for the proton and Q =0 for the neutron, while
gp =559 and g, = -3.83.

The size of the magnetic moment is the expectation value of y, in the top state | j j) where j is the nuclear spin.

In a shell-model orbital with a definite / and j =1+ % we know the Clebsch-Gordan coefficients explicitly

Simplify[ClebschGordan[{1, 1}, {%, %}, {1+ %, 1+ %}]]

(-1)

Simplify[ClebschGordan[{1, 1}, {%, —%}, {1- %, 1- %}]]

V2 /1
Vi+21

Simplify[ClebschGordan[{1l, 1-1}, {%, %}, {1- %, 1- %}]]

o1
Viv21



final.nb 10

Therefore,
1 1. _ 11
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It is now easy to calculate the expectation values
y p
I+ S0+ 2L+ 5,1+ 2)=1
1 1 1 1y _ 1
<l+7,l+7|SZ|l+7,l+?>—2

1 1 1 1\ _ 21 1 g 1
U okl 2l )= g g = D =17 =
I=gul=glsll+ 3. l=-)= 507 5 v 557 2 =367 2

The exectation value of the magnetic moment operator is therefore
(o Jl g1 gy = pn(@1+g 3) for j=1+ 5 and

G Jlpe gy )= pn(QU = 575) — g =+ 5) for j=1- +.

For a hole, the magnetic moment operator flips it sign, while the angular momentum does, too. In the end, the formula
remains the same for a hole.

For 2 Pb, Fig. 13 in the lecture notes shows a neutron in the 2 go, orbital (/ = 4, even parity) in addition to the doubly-
magic 2% Pb. Checking the Adopted Level Scheme Diagram (http://ie.lbl.gov/TOI2003/LadderSearch.asp), the ground state
is indeed %+. Therefore, we expect the magnetic moment to be py (0 x4 —3.83 = %) = —1.91 uy. This is to be compared to
—1.44 uy, a 25% error.

For 2 Bi, Fig. 13 suggests a proton in the 1 kg, orbital (/ =5, odd parity) in addition to the doubly-magic *°® Pb. The
ground state is indeed % . Therefore, we expect the magnetic moment to be uy(1(5 - ﬁ) -5.59 ;:2;} %) =+2.62 uy.
This is to be compared to +4.11 uy, a 36% error.

For 7 Pb, Fig. 13 suggests a hole of neutron in the 13/, orbital (I = 6, even parity) in addition to the doubly-magic 2*® Pb.
The ground state is, however, %_. Looking at nearby orbitals, it appears that the hole is in the 3 p,,, orbital instead. This is
not too surprising; the gaps between closed shells are big, while the levels within a shell are closely packed and may well
change their relative ordering depending on the details. Therefore, we expect the magnetic moment to be

uyOx(1 - 2*117) +3.83 ;:i: %) = +0.64 uy. This is to be compared to +0.578 uy, a 11% error.

Finally for 2 Tl, Fig. 13 suggests a proton in the 1 gg, orbital (/ = 4, even parity) in addition to the doubly-magic 2 Pb.
The ground state is, however, %Jr. Looking at nearby orbitals, it appears that the hole is in the 3 s/, orbital instead. There-
fore, we expect the magnetic moment to be py (10 + 5.59 %) =+2.79 uy. This is to be compared to +1.88 py, a 48% error.

An error of a few tens of percents should be regarded "not bad" in nuclear physics, where the interactions are strong and
perturbation theory is not good.



